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Engineering nonlinear activation functions
for all-optical neural networks via quantum

interference

Engineering nonlinear activation functions for all-optical neural networks via

quantum interference

Researchers at Purdue University have developed a novel approach for
optimizing the performance of neural networks using optical nonlinearity,

enabling faster and more efficient computation. The method involves a
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novel low-power nonlinear optical activation function scheme that allows
precise control of nonlinear optical behavior. All-optical neural networks View online page
(AONNSs) harness the wave nature of light to achieve unparalleled speed and
energy efficiency for artificial intelligence tasks, outperforming their
electronic counterparts. However, despite their potential, the development
of deep AONNSs is constrained by the high optical power demands of
conventional nonlinear optical processes, which limits scalability. The
method developed at Purdue surpasses conventional approaches for its

ability to reduce power consumption and significantly improve performance.

Unlike traditional activations for AONNSs, this innovation both reduces power
demands and offers precise control of non-linear behavior, making this
method a great candidate for multi-input, multi-output networks. This
advancement represents a significant step toward scalable, high-speed, and

energy-efficient AONNs for next-generation Al hardware.

Technology Validation:

Through theoretical analysis in both lifetime-broadened and Doppler-
broadened media, researchers demonstrated the realization of rectified
linear unit (ReLU) activation functions via self-nonlinearities and sigmoid
activation functions via cross-nonlinearities, all achievable at ultra-low
optical power levels (~17 uW per neuron). Further theoretical and numerical
analysis demonstrated the feasibility of constructing large-scale, deep
AONNSs with millions of neurons powered only by less than 100 W of optical

power.



Advantages:

Low power demands

Two-port optical nonlinear activation functions
Compatible with both self- and cross-nonlinearities
Candidate for multi-input, multi-output networks

Precise control of nonlinear optical behavior

Applications:

High-speed Image and Video Processing
Neuromorphic Photonic Computing
Scientific/Biomedical Imaging
Telecommunications/Optical Networks

Quantum Computing
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